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Abstract

Mathematical modeling of geochemical datasets finds frequent applications in Earth Sciences, particularly in areas of source apportionment and provenance studies. In this work, source apportionment modeling have been considered based on two commonly used methods, the Least Square Regression (LSR) and Inverse Modeling (IM), to determine the contributions of (i) solutes from different sources to global river water, and (ii) various rocks to a glacial till. The purpose of this exercise is to compare the results from the two mathematical methods, infer their merits and drawbacks and indicate approaches to enhance their reliability.

The application of the LSR and IM approaches to determine the source contributions to global river water using the same a-priori end member compositions yielded divergent results; the LSR analysis giving impossibly negative values of Na contribution from one of the sources (evaporites), in contrast to the IM approach which yield reliable estimates of source contributions, and a set of a-posteriori source compositions and associated uncertainties. Interestingly, the use of the a-posteriori composition derived from the IM approach in the LSR analysis as an input for end-member composition gave source contributions that were consistent with those derived from IM. Calculations based on the IM show that 46 ± 8% of Na in global river is derived from silicate weathering, consistent with some of the earlier reported estimates.

In case of the glacial till, the source contributions based on both the approaches were similar, however even in this case better agreement between the two approaches is obtained when the a-posteriori composition data of end members derived from the IM is used as input in the LSR model. These comparisons demonstrate that the IM is better suited for source apportionment studies among the two models, as it requires only rough estimates of end member composition, unlike the LSR that needs source composition to be better constrained. In addition, the IM also provides uncertainties in the source contributions and best estimates of their composition.
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1. Introduction

Computational simulation methods have become important tools over the last few decades in providing quantitative information for many Earth science problems (Zhao et al., 2009 and references therein). For instance, the computational simulation method has been used to solve not only a wide range of ore forming problems within the upper crust of the Earth (Hobbs et al., 2000; Gow et al., 2002; Ord et al., 2002; Sorjonen-Ward and Zhang, 2002; Zhang et al., 2003, 2008; Liu et al., 2005, 2008, 2011; Lin et al., 2006; Schmidt Mumm et al., 2010; Ju et al., 2011), but also a broad range of other types of Earth science problems (Lin et al., 2003, 2008, 2009; Yan et al., 2003; Xing and Makinouchi, 2008; Zhao et al., 2008a, 2010; Zhang et al., 2011). Since three basic models, i.e. geological, mathematical and numerical simulation models, are involved in the computational simulation method, mathematical modeling plays an indispensable role in the computational simulation of Earth science problems (Zhao et al., 2008b, Zhao, 2009 and references therein).

Geochemical approaches, as an import part of the computational geoscience discipline (Zhao et al., 2009 and references therein), have found extensive applications in the field of Earth sciences to study and infer about various geological processes. Chemical, mineralogical and isotopic compositions of geological samples hold clues to the sources contributing to them and their mixing proportions and thus, provide useful insights on the processes and factors responsible for their mobilization and sequestration. Source-identification and source-apportionment of elements in different earth system components is, however, not straight forward; they rely largely on the mathematical modeling of compositional data. Many mathematical models are available to apportion source contributions in a mixture. These include the principal component analysis (PCA), positive matrix factorization (PMF), least square regression (LSR), forward and inverse modeling (IM) (Bryan et al., 1969; Beus and Grigorian, 1977; Allegre et al., 1983; Negrel et al., 1993; Paatero, 1997; Weltje, 1997; Krishnaswami et al., 1999; Makinen and Gustavsson, 1999; Bickle et al., 2005; Sohn, 2005; Wu et al., 2005; Huang and Conte, 2009; Tripathy et al., 2014). Among these, the PCA and factor analysis are often used to quantify source contribution to mixtures such as river water, sediments and aerosols. The merit of these two approaches is that knowledge on the number of sources and their compositions is not a prerequisite for their application to derive information on the source contribution to a mixture. The applications of both PCA and factor analysis, however, are limited as at times these approaches can provide non-positive results for source contributions (Larsen and Baker, 2003; Sofowote et al., 2008). This problem of the PCA and factor analysis methods is addressed in the PMF model, which has recently gained attention in
aerosol studies (Paatero and Tapper, 1993; Paatero, 1997; Kim et al., 2004; Sudheer and Rengarajan, 2012). Among the other mathematical models, least square regression has been widely used in geochemical problems (Bryan et al., 1969; Wright and Doherty, 1970; Le Maitre, 1979). For example, Makinen and Gustavsson (1999) used Chebyshev’s series solution of linear programming to decipher the relative contribution of amphibolites, granitoids, quartzite and sand to a till (mixture). Quantification of source contribution to mixtures (river water) has also been carried out either through the forward model (Krishnaswami et al., 1999; Das et al., 2005; Moon et al., 2007; Tripathy et al., 2010) using a suite of mass balance equations and pre-assigned source composition or through inverse modeling, based on the composition of mixture and approximate information on the composition of their possible sources. Allegre et al. (1983) successfully used the inverse model to derive the contribution from various reservoirs to basalts to explain their chemical and isotopic composition. Subsequently, the inverse model has found extensive application to apportion the chemical and isotopic composition of rivers among its sources that include weathering of major lithologies present in their basins and atmospheric deposition (Negrel et al., 1993; Millot et al., 2003; Wu et al., 2005; Moon et al., 2007; Tripathy and Singh, 2010). More recently, the IM has also been extensively used to quantify various oceanic processes (Rahaman and Singh, 2012; Singh et al., 2012).

These models although used widely for source apportionment and quantification, only a few studies have attempted to inter-compare the results yielded from various models. Such exercises are needed to enhance the confidence in the application of these models and interpret their quantitative results to address source apportionment and their geochemical significance. Morandi et al. (1991), based on inter-comparison of results from two different models (viz. modified version of factor analysis/multiple regression and regression on absolute principal components), observed that although the results showed an overall consistency, they also had some discernible differences. This led the authors to suggest the need for using more than one model to accurately quantify source contribution from datasets. More recently, the results of Tripathy and Singh (2010) on the inter-comparison of source contributions derived using the forward and inverse models of chemical and Sr isotopic composition of the Ganga headwaters showed that the results exhibit statistically significant differences. These observations highlight the importance of and need for inter-comparison of results from different mathematical approaches to obtain robust data on source contribution and inferences on associated geochemical processes. The present study is an attempt in this direction. It inter-compares the results on source apportionment obtained using two commonly employed mathematical techniques: the least
square regression and the inverse model. The study has been conducted on two mixtures: the *global* river water and a glacial till. The results have led to better understanding of the inherent merits and limitations of these models, as discussed in the paper.

2. Methods

2.1. Least Square approximation using QR decomposition

The source-apportionment models/programs are based on the mass balance approach that involves the formulation of suitable equations for the budget of each element in the mixture and solving the set of equations to determine the contribution from various sources. In the LSR method, the known parameters are the precisely constrained elemental abundances (or their ratios) in the mixture (*e.g.* river water or sediments) and in their various possible sources (end members). The unknown parameters, which need to be quantified, are the relative contribution from each source to the mixture.

A set of linear equations totaling the number of unknowns can provide a unique solution. However, geochemical studies focusing on source apportionment often have more number of equations (*i.e.*, number of geochemical parameters) than the number of unknowns (*i.e.*, relative contribution from different sources). Equation (1) presents such an over-determined linear system, where the measured chemical data (*b*<sub>i</sub> = 1 to *m*) of the system are related to the chemical composition of its possible sources/end-members (*a*<sub>ij</sub>; *i* = 1 to *n*; *j* = 1 to *m*) and their relative contributions to the mixture (*x*<sub>i</sub>; *i* = 1 to *m*). In this case, the number of equations (*n*+1) is more compared to the number of unknowns (*m*).

\[
\begin{align*}
    a_{11}x_1 + a_{12}x_2 + & \ldots \ldots + a_{1m}x_m = b_1 \\
    a_{21}x_1 + a_{22}x_2 + & \ldots \ldots + a_{2m}x_m = b_2 \\
    \ldots \ldots \\
    \ldots \ldots \\
    a_{n1}x_1 + a_{n2}x_2 + & \ldots \ldots + a_{nm}x_m = b_n \\
    x_1 + x_2 + & \ldots \ldots + x_m = 1
\end{align*}
\]

(1)

These over-determined set of mass balance equations does not have a unique solution. However, the use of least square regression approach can provide a ‘best estimate’ solution for the contribution from each end member to the mixture (*x*<sub>i</sub>; *i*=1, *m* of equation (1)) which can satisfy equation (1) with the least residual.
As a first step to find the best-possible solution using the LSR, equation (1) can be rewritten as an equation of matrices, i.e.,

\[ AX = B \]  \hspace{1cm} (2)

where \( B \) and \( A \) are matrices containing chemical composition (n elements) of the mixture and all its possible sources (m), respectively and \( X \) lists the relative contribution from each of the sources. In order to solve equation (2) using the LSR approach, the matrices \( A \) and \( B \) need to be known accurately. To achieve this, least square approximation using the QR factorization of equation (2) was adopted in this study to find the solution of \( X \). The QR decomposition of the matrix \( A \) is its factorization into an orthogonal matrix \( (Q) \) and a triangular matrix \( (R) \), i.e.

\[ A = QR \]  \hspace{1cm} (3)

where, \( Q \) is an orthogonal matrix, i.e. \( \bar{Q}^TQ = I \). \( I \) is the identity matrix and superscript ‘T’ stands for the transpose of the matrix. The QR factorization transforms a linear over-determined least square problem into a well-defined triangular system.

Mathematically, the QR decomposition of equation (2) can be understood as follows,

\[ AX = B \]
\[ \Rightarrow A^TAX = A^TB \]
\[ \Rightarrow R^TQ^TX = R^TQ^TB \]  \hspace{1cm} (using equation (3))
\[ \Rightarrow R^TX = R^TQ^TB \]  \hspace{1cm} (as, \( \bar{Q}^TQ = I \))
\[ \Rightarrow RX = Q^TB \]
\[ \Rightarrow X = R^{-1} \cdot Q^T \cdot B \]  \hspace{1cm} (4)

To apply the QR decomposition of matrices to find solution of linear equations relating the geochemical datasets, a code using the subroutine of \textit{L2QRSolve} from the library of \textit{Mathematica 7}, is used in this study (cf. Appendix).
2.2. Inverse Model

The inverse model has been successfully used to apportion source contributions to various geological mixtures using data on their chemical composition. Mathematical description of the IM used in this study is presented briefly below. For more details reference is made to Tarantola (2005).

In geochemical studies, the observed geochemical datasets ($d_{\text{obs}}$) and their associated covariance matrix ($C_D$) form a probability density ($\rho_D(d)$) in the data ($D$) space which can be written as,

$$\rho_D(d) = \text{const} \times \exp\left(-\frac{1}{2}(d - d_{\text{obs}})^T C_D^{-1}(d - d_{\text{obs}})\right)$$

(5)

where superscripts ‘$T$’ and ‘$-1$’ stand for transpose and inverse of the matrix respectively.

Similar to the observed datasets, a probability density ($\rho_M(m)$) for the model ($M$) space with the model parameters ($m_{\text{priori}}$) and their associated uncertainties ($C_M$) can be written as,

$$\rho_M(m) = \text{const} \times \exp\left(-\frac{1}{2}(m - m_{\text{priori}})^T C_M^{-1}(m - m_{\text{priori}})\right)$$

(6)

The observed data for the geochemical system is related to the model parameters by a set of equations (same as equations 1 and 2 as those for the LSR) which are of the form:

$$d = g(m)$$

(7)

The observed data follow Gaussian distribution, whereas the model parameters are log-normal in nature; this makes the equation (7) a non-linear system. Combination of equations (5)-(7) forms a-posteriori probability density ($\sigma_M(m)$). The iterative method in the IM aims to find the maximum likelihood for data and model parameters within their covariances that maximizes the $\sigma_M(m)$. The Quasi-Newton optimization method for non-linear relations, which relies on the iterative algorithm that starts the iteration from the a-priori information on the model parameters, has been used in this study. The computational code for the IM used in this study is the same as that applied successfully by Tripathy and Singh (2010) for apportioning the sources of solutes of the Ganga headwaters.

3. Geochemical Perspectives

Prior to mathematical modeling of datasets involving geochemical mixtures (e.g., river water, glacial till etc.) to infer about source contributions, it is essential to understand the processes and factors that regulate their chemical composition. Such information for river water (Garrels and Mackenzie,
The chemical composition of river water is controlled by relative supply of solutes from rainwater, and chemical weathering of bedrocks present in their basins. In recent years, the chemistry of many rivers is also impacted by anthropogenic contributions. This effect, however, is not considered in subsequent discussion. Weathering of bedrocks present in drainage basins, composed mainly of silicates, carbonates and evaporites, dominates the water chemistry (Berner and Berner, 1996). Among these, carbonates and evaporites undergo congruent weathering and have faster dissolution kinetics than the silicates. On the contrary, chemical weathering of silicate rocks generally follows incongruent weathering and therefore, forms soils and secondary minerals. These secondary minerals formed during chemical weathering contribute to the formation and development of soils. Similar to river water, the sediments hold clues to their sources (provenances/lithologies/rock types) and transport processes. For example, ocean sediment is a mixture of materials carried by different rivers, and biogenic materials produced in the sea and atmospheric deposition. Similarly, during glacier grinding, different rock types from the basin are broken down, and homogenized to form a till, which again stores quantitative information about source materials. Field observations and mineralogical studies of the mixtures can provide important information about their potential sources. However, quantitative data on their mixing proportions have to depend on modeling of their chemical and isotopic composition. The success of these approaches prerequizes distinctly different chemical and isotope compositions of the potential sources.

4. Application of the LSR and inverse models

In this section, applications of the LSR and IM to apportion sources of elements in the global river water and a glacial till are discussed. In these case studies the results obtained from both the models are compared using an error-weighted statistical approach. In case of the glacial till, rough estimates of uncertainties associated with the results from the LSR approach have also been inferred, for which information is sparse.
4.1. Case study 1: Global river

Chemical weathering in river basins plays an important role in regulating the global carbon budget. Among the various lithologies in a river basin, weathering of silicates is a long term sink for atmospheric CO$_2$; this makes the determination of abundance of silicate derived cations in rivers an important exercise (Walker et al., 1981; Berner et al., 1983). Several geochemical studies have been reported from small to large river basins to quantify the CO$_2$ drawdown by silicate weathering. This study attempts to apportion the source contributions that regulate the global river water chemistry based on the commonly used least square regression and inverse modeling approaches. The goal of this exercise is to inter-compare the results derived from the two models and assess their relative merits and limitations.

The discharge-weighted chemical composition of the global river is computed in this study using the available data on the dissolved chemical composition of 60 major rivers (Gaillardet et al. 1999b). In order to minimize the effect of anthropogenic contributions on the river chemistry, rivers with Na$^+ < \text{Cl}^-$ have been excluded from the dataset. This implicitly assumes that rivers with Cl$^- > \text{Na}^+$ is anthropogenically impacted. Table 1A lists the chemical composition of the pristine global river estimated in this work. The chemical data for the rivers used in this study constitutes ~46% of the global water discharge and 41% of the global drainage area. The average global river water chemistry reported in this study mostly consistent with that reported earlier (Meybeck, 2003). Interestingly, the estimated SO$_4^{2-}$ concentration (102 µM; Table 1A) for the global river in this study is lower compared to that reported recently (156 µM; Miller et al., 2011). The relatively higher SO$_4^{2-}$ concentration reported by Miller et al. (2011) is attributable to influence of recent anthropogenic input to rivers.

4.1.1. Source Apportionment

The dissolved constituents in the global river are assumed to be derived mainly from four sources: rain, weathering of silicates, carbonates and evaporites. The mass balance equations employed in the model to quantify the relative contribution of sources to the global river are based on the Na-normalized elemental ratios of the global river water and its possible sources. These equations are presented in the Appendix. Application of the inverse model to apportion the source contributions to the global river water chemistry requires rough estimates (a-priori information) of the chemical composition of all its potential sources. The a-priori chemical composition of the four sources (i.e., rain, silicates, carbonates and evaporites) used in this study are listed in Table 1B (Gaillardet et al., 1999b;
Millot et al., 2003; Moon et al., 2007). Inversion modeling of these datasets indicates that the supply of dissolved Na to the global river is dominated by weathering of silicates (46 ± 8%) and rain (36 ± 10%) with sub-ordinate contributions from evaporites (16 ± 10%) and carbonates (3 ± 1%).

Reliability of the results obtained from the IM depends on the ability of the optimization (Quasi-Newton) method to converge to the best-possible combination of data and model parameters that can solve equation (1) with least residual. The robustness of the IM, therefore depends on how well it converges to nearly the same a-posteriori values, independent of the a-priori inputs provided for the model parameters. Tripathy and Singh (2010) assessed this by making large (few orders of magnitude) changes in a-priori values of elemental ratios for the sources. Their results showed that the a-posteriori Ca/Na and Mg/Na ratios for carbonates obtained from inverse modeling of geochemical datasets of the Ganga headwater converge to similar values despite orders of magnitude (45-3000 for Ca/Na and 25-1500 for Mg/Na) differences in their a-priori inputs. Further, these authors (Tripathy and Singh, 2010) authenticated the robustness of the IM model calculations by comparing the results obtained from their model with that of an earlier study (Millot et al., 2003). In addition to these results, another sensitivity test for the IM is also carried out in this study. The effectiveness of the model to converge to nearly the same fractional contribution of sodium from silicates (f_{sil}(Na)) was tested by changing the a-priori input by about an order of magnitude (Fig. 1). The results of this test converged to nearly identical values, within a narrow range of 0.45 ± 0.01. Further, the IM converges to the same fractional contributions from various sources to the dissolved Na of the global river, even though the a-priori Sr isotopic composition for silicates in the IM is changed widely from 0.74 ± 0.04 to 0.721 ± 0.01 (global silicate rock compositions; Allegre et al., 2010). These results confirm that the inverse model used in this study yields consistent results both for the chemical composition and fractional contribution of sources even if the a-priori inputs of model parameters are changed by an order of magnitude, or the isotopic ratio (87Sr/86Sr in the present study) is varied significantly.

In addition to the inversion method, the LSR was also used (cf. section 2) to apportion the sources of dissolved solutes to the global river using two sets of data for source composition, in the first case the a-priori compositions of sources (Table 1B) and in the second case the IM-derived a-posteriori values was used as the input. In the first case the chemical data for the global river (Table 1A) and its possible sources (Table 1B) are the same for both the approaches and therefore allow direct inter-comparison of their results. The LSR approach yielded the fraction of dissolved Na supplied by rain (68%), silicates (57%), carbonates (3%) and evaporites (-24%), significantly different from that of the
IM and absurd as one of the sources (evaporites) has negative contribution. Further, the contribution of Na from silicates and rain obtained from the LSR is significantly higher compared to that obtained from the IM. The estimated non-positive contribution from one of the sources using the LSR underscores the limitation of the method. A likely cause for this difference is the use of imprecise information on the source compositions as these results depend critically on them. Such results have also been documented in some of the earlier studies based on the factor analysis and PCA (Larsen and Baker, 2003; Sofowote et al., 2008).

In the second case, the use of IM-derived \textit{a-posteriori} results, which are expected to be more representatives of the source compositions, estimated the Na contribution of 46\%, 36\%, 15\% and 3\% respectively from silicates, rain, evaporites and carbonates to the \textit{global river}. These estimates are nearly the same as those obtained from the IM. Error-weighted regression fit of the results on the source contributions obtained from these two models shows that they are statistically the same (Fig. 2), with a slope of $1.00 \pm 0.15$ and intercept of near zero. Note that the LSR model does not provide errors on its results.

Further, to assess the reliability of the model calculations, summation of the square of residuals and square of relative residuals (of all mass balance equations) are estimated from both the models. The details on these residuals are provided in the Appendix. The residual values for the LSR are 0.42 and $7.3\times10^{-2}$, respectively, similar to the corresponding values of 0.44 and $7.5\times10^{-2}$ obtained for the IM. These findings suggest that, if accurate information on the composition of sources is available, the LSR and IM approaches converge to the same result. The results from the two case studies further suggest that the IM is more versatile compared to the LSR approach as the former can provide meaningful estimates on source contributions even by using rough values as inputs for source composition.

4.2. Case study 2: Sedimentary Mixture

In another case study, both the least square regression and inversion approaches were used to estimate contributions from various sources/components to a sedimentary mixture, and the results obtained are compared. For the mathematical framework, the chemical composition of a sedimentary mixture/till, reported by Makinen and Gustavsson (1999), has been used. The till is composed of four components: amphibolites (AFB), granitoids (GR), quartzites (QRTZ) and sands (S). The available information on the till and its four components are the abundances of major elements (Al, Ca, K, Mg, Na, Si and Ti) oxides and trace element (Cr, Ni, Pb, Rb, Sr, V and Y). The aim is to find the proportion
of the individual components contributing to the till by solving the mixing equations (cf. Appendix). Makinen and Gustavsson (1999) apportioned the contribution of components using the Chebyshev’s method and therefore, selecting this particular geochemical dataset provides an additional scope to compare results obtained from our study using the LSR and IM with those reported previously using the Chebyshev’s method.

4.2.1. Results from the Least square regression and Inversion approaches

The solutions for the mass balance equations of the till are obtained using (i) the LSR approach with both the a-priori and a-posteriori source compositions from the IM; (ii) the inversion method following the Quasi-Newton approach.

The results on the contribution of various sources to the till based on the two models (LSR and IM) and the use from the Chebyshev’s method reported by Makinen and Gustavsson (1999) are presented in Table 2. The proportions of the four components (AFB, GR, QRTZ and S) contributing to the till as determined by Makinen and Gustavsson (1999) are 9%, 26%, 3% and 62%, respectively. These estimates compare well with the corresponding values of 8%, 20%, 6% and 65% obtained from the LSR, using the same a-priori data as those used for the IM. The LSR results change to 11%, 22%, 10% and 57% when the IM-derived a-posteriori data are used as the input for the source composition. These results agree well with the results from the IM, 13 ± 3%, 24 ± 6%, 11 ± 3% and 52 ± 9% respectively. These comparisons suggest that the IM model results on source contributions are in better agreement with the results of the LSR model when the a-posteriori source compositions from the IM is used as the input for the later. Further, these results are also in overall agreement with that obtained using the Chebyshev’s method (Table 2; Fig. 3).

The computed sum of the squares of residuals and relative residuals from the models are also listed in Table 2. It shows that values obtained using the IM are intermediate between the values from the LSR and the Chebyshev’s approaches, with the LSR providing the least values amongst the computer codes This observation is also evident from Fig. 4, which shows a comparison of the ratios of the model predicted abundances ($Q_c$) of major element oxides and trace elements in the till with the measured values ($Q_m$). It is observed from the Fig. 4 that in majority of the cases, (i) the agreement between the model derived and measured values is better (within ± 2%) for the LSR and IM, while the computed values using the Chebyshev’s model often deviate by more than 2%; (ii) the values obtained using the LSR model matches closest to the measured values. For the LSR, although the $Q_c$ values used
in Fig. 4 are the results obtained using \textit{a-priori} inputs, the above observations remain similar even if the results with \textit{a-posteriori} inputs are considered.

Similar to the results obtained for the \textit{global river} water, the LSR and IM models provided statistically similar estimates when the IM-derived \textit{a-posteriori} are used for source composition in the LSR. The slope of the error-weighted regression relation between the LSR results (with \textit{a-posteriori} inputs) and the IM ones is found to be 0.89 ± 0.19, indistinguishable from 1.0 within associated uncertainties. This value decreases to 0.70 ± 0.15, different than unity, when the LSR modeling was done with \textit{a-priori} values of the sources. Possibly, this could have arisen because of difference in the methodology (\textit{a-priori} vs. \textit{a-posteriori}) adopted for the LSR approach and/or may be due to lack of information on the uncertainty associated with the estimates obtained using the LSR. The limitation of the LSR approach is that it does not provide uncertainty associated with its results (\textit{i.e.}, source contributions). In order to gain information on the magnitude of errors associated with the LSR, the results obtained from the LSR and IM models are statistically analyzed by assigning incremental values of uniform relative error varying between 5\% and 30\% on each of the LSR obtained values. The results of this exercise show that with increase in errors associated with the LSR values, the slope of the (Williamson bi-directional error-weighted) regression line approached towards unity. The slope of the correlation line (0.73 ± 0.26; Fig 5) became close to unity within uncertainties when the relative errors assigned to the LSR results are considered to be ~25\%. This comparison suggests that the estimates from the LSR are likely to be associated with uncertainty of ~25\%, similar to the errors associated with the estimates obtained from the IM. It is noted that error estimate on each of the LSR results may not be uniform (~25\%), and therefore the errors derived from the above indirect approach should be considered as a first order assessment for uncertainty associated with the LSR results.

5. Merits and limitations of the models

The case studies presented above demonstrate that the LSR approach can provide quantitative information on the relative contribution of sources to a mixture by solving a set of over-determined equations. The use of the LSR for source apportionment studies is often limited as it does not provide covariance associated with the results. Further, the robustness and accuracy of the results depend on how well the source compositions are constrained. This requirement can often be met in mixtures of solid components, whereas in mixtures such as the river water, source compositions are generally poorly constrained and have to be inferred by other independent approaches. The observed large difference
between the LSR and IM results for the source apportionment of the global river water (cf. section 4.1.) is, therefore, most likely attributable to limited information on their source compositions and incongruent weathering of bedrocks in the basin.

The merit of the inverse model is that it requires only rough estimates of a-priori source composition, making it more flexible compared to the use of the LSR. Through iterative approaches, this model finds solutions which are best-fit to the mass balance equations of all the parameters. The inversion approach converges to nearly the same results, even when the a-priori composition of the sources is varied over orders-of-magnitude-differences (Tripathy and Singh, 2010), but it may not be able to converge to the global optimum of the joint probability distribution of data- and model- space, when the a-priori data are varied far more widely, thereby yielding results with large uncertainties. The quantification of the source contribution with uncertainties is the major merit of the IM model as geochemical significances of both processes and sources contributing to the elements in a mixture depend on how reliable estimates can be made.

Although this study compares the LSR and the IM results for two case studies involving geochemistry of river water and glacial tills, outcomes of this study can be extrapolated to other Earth science problems, such as dynamics of ore-forming processes, magma evolution, crustal contamination and geo-environmental problems. Results from this study indicate that the inversion method compared to the LSR can provide more accurate information for wide spectrum of Earth science problems.

6. Conclusions

In Earth science studies, source apportionment of geological samples is achieved through suitable modeling of their composition along with those of their potential sources. In this study, we present a detailed comparative study of source apportionment based on the least square regression and the inversion models on two mixtures: the global river water and glacial till. The source contribution estimated using the LSR model with the same end member compositions as the IM-derived a-posteriori values yielded nearly identical results as those of the inverse model. In contrast, when the calculations are made with the LSR and IM models using the same end-member compositions as the a-priori values of the IM model, the results diverge significantly. Analogous to the global river analysis, in the case of till also, better agreement between the two models is observed when the a-posteriori information derived from the IM is used as the input for the LSR. Further, estimates of uncertainties in the LSR model is made by uniformly increasing the input end-member composition starting with the a-priori
values used in the IM. This exercise seems to indicate that for the two models to yield results which are the same within errors, the relative errors associated with the LSR has to be \( \sim 25\% \). This inter-
comparison exercise underscores the need to have accurate knowledge of end member compositions to
obtain reliable results from the LSR, unlike the IM model which is more versatile and applicable to
systems where source compositions are less constrained.
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Appendix

A. Computational Programming

A-1: Least Square Regression

A computational code for least square regression of a suite of mass balance equations is developed using the Mathematica software. The mathematical details are provided in the text (cf. Section 2.1); this program consists of the following steps:

1. Two matrices of chemical data for the mixtures (B) and its possible sources (A) are formed.
2. Available datasets for these two matrices are imported.
3. The relation between these two matrices is the mass balance equations 1 and 2 of section 2.1. These equations that relate matrices A and B are included in the code.
4. The subroutine \texttt{L2QRSolve} from the Mathematica software is used to perform the least square regression of the defined linear system (equation 1; section 2.1). This subroutine “\texttt{L2QRSolve}” (http://reference.wolfram.com/mathematica) is based on the following algorithm,

\begin{verbatim}
L2QRSolve[a_, b_] :=
Module[
{Q, R, m, n},
{m, n} = Dimensions[a];
{Q, R} = QRDecomposition[a];
LinearSolve[R, Q.b]
]
\end{verbatim}

5. This program estimates the relative contribution from each of the sources to the mixture (i.e. the matrix (X)) using least square approximation through QR decomposition (cf. Section 2.1).

A-2: Inverse Modeling

The mathematical details of the inversion method used in this study are presented in the text (cf. Section 2.2); the approach adopted to develop this program is detailed below:

1. The computational code defines two set of matrices (d_{obs} and C_{D}; m and C_{M}). The d_{obs} and C_{D} matrices are composed of chemical data and associated covariance of the mixture respectively. The m and C_{M} are the matrices that include a-priori chemical composition and associated covariance of all possible sources of the mixture.
2. Available data for these matrices are imported.
3. The inversion of the matrices, C_{D} and C_{M}, are calculated for the available data and termed as ICD and ICM respectively.
4. The mass balance equations $g(m)$ relating $d_{obs}$ and model parameters are defined.

5. A matrix, $dCalmat$ is defined as $dCalmat = G_i^\alpha = \left( \frac{\partial g_i}{\partial m^\alpha} \right)_{m_{\text{prior}}}$. 

6. Using these defined matrices, an iterative algorithm for estimating least misfit ($S$) function starting from an initial misfit value of $Sold$ is developed in *Mathematica* and is provided below,

\[
\text{Sold}=0; \\
\text{While}\left[ \text{Abs}[\text{Sold}-S/.\text{refresh}]/S/.\text{refresh}]>10^{-5}, \right. \\
\text{Sold}=S/.\text{refresh}; \\
\text{Print["mcurr = ",mcurrent," S = ",S/.\text{refresh}];} \\
\text{dataresiduals=}(dCalmat-d_{obs})/.\text{refresh}; \\
\text{modelresiduals=}(m_{\text{current}}-m_{\text{prior}})/.\text{refresh}; \\
\text{g=G/.\text{refresh};gt=GT/.\text{refresh};} \\
\text{gradient=gt.\text{ICD}.dataresiduals+ICM.modelresiduals;} \\
\text{direction=Inverse[gt.\text{ICD}.g+ICM].gradient;} \\
\text{mnew=mcurrent-\mu.direction;} \\
\text{mcurrent=mnew;} \\
\]

7. This iterative program converges to best-fit for source composition and their respective contributions to the mixtures. The inverse model also provides the covariance associated with all the resulting parameters.

**B. Mass Balance Equations:**

**B-1: River water system**

For the source apportionment of solutes of the *global river* water, the mass balance equations for various elemental (Na-normalized) ratios can be written as:

\[
\sum_{i=1}^{4} \left( \frac{X}{Na} \right)_i \times f_i(Na) = \left( \frac{X}{Na} \right)_{riv} \tag{A-1}
\]

\[
\sum_{i=1}^{4} \left( \frac{^{87}Sr}{^{86}Sr} \right)_i \times \left( \frac{Sr}{Na} \right)_i \times f_i(Na) = \left( \frac{Sr}{Na} \right)_{riv} \times \left( \frac{^{87}Sr}{^{86}Sr} \right) \tag{A-2}
\]

\[
\sum_{i=1}^{4} f_i(Na) = 1 \tag{A-3}
\]
where \( f_i(Na) \) refers to the fraction of Na contributed by source \( i \); \( \left( \frac{X}{Na} \right)_{riv} \) and \( \left( \frac{X}{Na} \right)_{i} \) are the Na-normalized molar ratios of element \( X \) (Cl\(^-\), Ca\(^{2+}\), Mg\(^{2+}\), Sr\(^{2+}\), HCO\(_3^+\)) measured in the river water and in source \( i \) respectively. Source \( i = 1, 2, 3, 4 \) refers to rain, silicates, carbonates and evaporites.

**B-2: Sedimentary system**

In case of sedimentary mixtures (e.g. glacial till in this study), the general set of mass balance equations is expressed as:

\[
\sum_{j=1}^{4} X_j \times f_j = X_{till} \tag{A-4}
\]

\[
\sum_{j=1}^{4} f_j = 1 \tag{A-5}
\]

where \( X = Al_2O_3, CaO, K_2O, MgO, Na_2O, SiO_2, TiO_2, Cr, Ni, Pb, Rb, Sr, V \) and \( Y; j=1, 2, 3 \) and 4 refers to Amphibolite, Granitoid, Quartz and Sands and \( f_j \) refers to the (mass) fractional contribution of component \( i \) to the sedimentary mixture. Till refers to the ‘glacial till’.

**C. Residual Calculations**

The residual is defined as the difference between the measured and the model values of a chemical parameter. The general expressions of square of residuals and square of relative residuals for the case studies discussed earlier, respectively, are \( \sum (Q_m - Q_c)^2 \) and \( \sum \left[ (Q_m - Q_c) / Q_m \right]^2 \).

For the global river: \( Q_c = \sum_{i=1}^{4} \left( \frac{X}{Na} \right)_i \times f_i(Na) \) and \( Q_m = \left( \frac{X}{Na} \right)_{riv} \) \( \tag{A-6} \)

For the sedimentary mixture: \( Q_c = \sum_{j=1}^{4} X_j \times f_j \) and \( Q_m = X_{till} \) \( \tag{A-7} \)

where \( Q_m \) and \( Q_c \) are the measured and computed values; the meanings of other symbols are discussed earlier.

Generally, the numerical solutions are compared based on sum of the squares of the residuals, calculated for all the mass balance equations. However, we propose the use of sum of square of relative residual if measured quantities are not expressed in the same units (e.g., in sedimentary mixture the abundances vary from percentage to ppm). Caution should be taken not to compare results on the basis of square of residuals unless all the measured components are expressed in the same units.
**Figure Captions:**

**Figure 1:** Sensitivity test of inverse model: a-posteriori values of $f_{Sil}(Na)$ are treated as a function of variations in a-priori $f_{Sil}(Na)$. The results show that *a-posteriori* values of $f_{Sil}(Na)$ converges $0.45 \pm 0.01$ for about an order of magnitude difference in its *a-priori* input.

**Figure 2:** Regression analysis of relative contribution (%) of four sources to the dissolved Na budget of the *global river* water estimated using the least square regression and inverse models: The straight line in the figure represents the linear fit of the data which shows that both the models yield nearly the same values for source contributions.

**Figure 3:** Comparison of relative contribution from the four components to the sedimentary mixture (till) estimated based on three different mathematical models, viz. the LSR and inverse model (present study) and Chebyshev’s solution reported by Makinen and Gustavsson (1999): The LSR model relies on two sets of source contribution data: (i) *a-priori* values used in IM and (ii) *a-posteriori* information derived from IM.

**Figure 4:** Plot of ratios of the computed values of major element oxides and of trace elements ($Q_C$) in the till based on the three models to the measured values ($Q_M$): The bold line parallel to X-axis represents $Q_C = Q_M$ and the dashed lines represent values within $\pm 2\%$ of the ratios.

**Figure 5:** Scatter diagram of the results obtained from the least square regression and inversion models on the source contributions to the sedimentary mixture (Makinen and Gustavsson; 1999): Willamson bidirectional error-weighted linear fit (dashed line) of the datasets indicates that the results obtained from the LSR are likely to be associated with uncertainty of $\sim 25\%$ to provide statistically similar results to those obtained from the inversion approach. The solid line represents 1:1 fit of the datasets.
**Table 1A:** Discharge-weighted chemical composition and Sr isotopic data of the *global river water* obtained from composition data of major rivers in the world. Also reported are data from an earlier study. Rivers, which are possibly influenced by anthropogenic input (with Na<Cl), have not been considered for obtaining the global average values of major ions. Source of data for the major rivers are from Gaillardet et al. (1999b).

<table>
<thead>
<tr>
<th></th>
<th>Na⁺</th>
<th>K⁺</th>
<th>Ca²⁺</th>
<th>Mg²⁺</th>
<th>Cl⁻</th>
<th>SO₄²⁻</th>
<th>HCO₃⁻</th>
<th>SiO₂</th>
<th>Sr</th>
<th>⁸⁷Sr/⁸⁶Sr</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Present Study</strong></td>
<td>244</td>
<td>36</td>
<td>351</td>
<td>143</td>
<td>144</td>
<td>102</td>
<td>908</td>
<td>127</td>
<td>854</td>
<td>0.7118</td>
</tr>
<tr>
<td><strong>Meybeck (2003)</strong></td>
<td>240</td>
<td>44</td>
<td>297</td>
<td>123</td>
<td>167</td>
<td>88</td>
<td>798</td>
<td>145</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 1B:** *A-priori* elemental ratios (molar) used in the inverse model to apportion the sources of solutes of the *global river water*.

<table>
<thead>
<tr>
<th></th>
<th>Rain</th>
<th>Silicates</th>
<th>Carbonates</th>
<th>Evaporites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl/Na</td>
<td>1.15 ± 0.2</td>
<td>0.001 ± 0.001</td>
<td>0.001 ± 0.001</td>
<td>1.0 ± 0.2</td>
</tr>
<tr>
<td>Ca/Na</td>
<td>0.02 ± 0.02</td>
<td>0.35 ± 0.15</td>
<td>50 ± 20</td>
<td>0.17 ± 0.09</td>
</tr>
<tr>
<td>Mg/Na</td>
<td>0.11 ± 0.1</td>
<td>0.24 ± 0.12</td>
<td>20 ± 8</td>
<td>0.02 ± 0.01</td>
</tr>
<tr>
<td>HCO₃/Na</td>
<td>0.004 ± 0.004</td>
<td>2 ± 1</td>
<td>100 ± 40</td>
<td>0.3 ± 0.3</td>
</tr>
<tr>
<td>1000×Sr/Na</td>
<td>0.19 ± 0.1</td>
<td>3 ± 1</td>
<td>75 ± 25</td>
<td>3 ± 2</td>
</tr>
<tr>
<td>⁸⁷Sr/⁸⁶Sr</td>
<td>0.708 ± 0.005</td>
<td>0.74 ± 0.04</td>
<td>0.71 ± 0.05</td>
<td>0.708 ± 0.004</td>
</tr>
</tbody>
</table>

Data Source: Millot et al., 2003; Moon et al., 2007
Table 2: Comparison of contribution of four components (amphibolites (AFB), granitoids (GR), quartzite (QRTZ) and sand (S)) in the mixture (till) estimated from various mathematical models. The measured compositions of the mixture (till) and its four components reported by Makinen and Gustavsson (1999) are also reported along the computed chemical composition of the till obtained from the different models.

<table>
<thead>
<tr>
<th>Component</th>
<th>Fractional contribution to Till (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chebyshev*</td>
</tr>
<tr>
<td>AFB</td>
<td>9</td>
</tr>
<tr>
<td>GR</td>
<td>26</td>
</tr>
<tr>
<td>QRTZ</td>
<td>3</td>
</tr>
<tr>
<td>S</td>
<td>62</td>
</tr>
</tbody>
</table>

Residuals

<table>
<thead>
<tr>
<th>$\Sigma(Q_m^r Q_c)^2$</th>
<th>$\Sigma((Q_m^r Q_c)/Q_m^r)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>229</td>
<td>16×10$^{-3}$</td>
</tr>
<tr>
<td>8</td>
<td>2×10$^{-3}$</td>
</tr>
<tr>
<td>23</td>
<td>3×10$^{-3}$</td>
</tr>
<tr>
<td>60</td>
<td>5×10$^{-3}$</td>
</tr>
</tbody>
</table>

Computed values for Till ($Q_c$)

<table>
<thead>
<tr>
<th>Component</th>
<th>Chebyshev*</th>
<th>LSR$^a$ (a-priori)</th>
<th>LSR$^a$ (a-posteriori)</th>
<th>Inverse$^g$</th>
<th>Till ($Q_m$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>3.47</td>
<td>3.37</td>
<td>3.32</td>
<td>3.31</td>
<td>3.35</td>
</tr>
<tr>
<td>K$_2$O</td>
<td>2.77</td>
<td>2.68</td>
<td>2.67</td>
<td>2.66</td>
<td>2.68</td>
</tr>
<tr>
<td>MgO</td>
<td>2.40</td>
<td>2.33</td>
<td>2.34</td>
<td>2.36</td>
<td>2.34</td>
</tr>
<tr>
<td>Na$_2$O</td>
<td>3.14</td>
<td>3.01</td>
<td>2.94</td>
<td>2.90</td>
<td>2.99</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>65.31</td>
<td>65.39</td>
<td>66.56</td>
<td>66.54</td>
<td>65.38</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>0.93</td>
<td>0.91</td>
<td>0.89</td>
<td>0.89</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Wt. %

<table>
<thead>
<tr>
<th>Component</th>
<th>Measured Values*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al$_2$O$_3$</td>
<td>14.3</td>
</tr>
<tr>
<td>CaO</td>
<td>14.5</td>
</tr>
<tr>
<td>K$_2$O</td>
<td>15.6</td>
</tr>
<tr>
<td>MgO</td>
<td>15.7</td>
</tr>
<tr>
<td>Na$_2$O</td>
<td>15.8</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>65.5</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>0.9</td>
</tr>
</tbody>
</table>

| Cr        | 88               | 87                   | 87                     | 86          | 86           |
| Ni        | 31                | 30                   | 31                     | 31          | 31           |
| Pb        | 32                | 32                   | 32                     | 32          | 32           |
| Rb        | 79                | 75                   | 76                     | 76          | 74           |
| Sr        | 296               | 284                  | 278                    | 275         | 282          |
| V         | 136               | 133                  | 134                    | 136         | 134          |
| Y         | 30                | 30                   | 29                     | 29          | 30           |

ppm

<table>
<thead>
<tr>
<th>Component</th>
<th>Measured Values*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>95</td>
</tr>
<tr>
<td>Ni</td>
<td>8</td>
</tr>
<tr>
<td>Pb</td>
<td>32</td>
</tr>
<tr>
<td>Rb</td>
<td>72</td>
</tr>
<tr>
<td>Sr</td>
<td>291</td>
</tr>
<tr>
<td>V</td>
<td>140</td>
</tr>
<tr>
<td>Y</td>
<td>35</td>
</tr>
</tbody>
</table>

*From Makinen and Gustavsson (1999); $^g$Results from present study
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